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Software is increasing in size, hence itõs 

effect on system reliability is increasing
u The increase in size of F16A to F35 is just one example[1] 

u With increased size comes increased complexity and 

increased failures due to software as shown next
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[1] Delivering Military Software Affordably, Christian Hagen and Jeff Sorenson, Defense AT&L, March -April 2012.
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These are just a few failure events 

due to software
Failure Event Associated software fault

Several patients suffered radiation 

overdose from the Therac 25 equipment 

in the mid -1980s.  [THERAC]

A race condition combined with ambiguous 

error messages and missing hardware 

overrides.

AT&T long distance service was down for 

9 hours in January 1991. [AT&T]

An improperly placed òbreakó statement 

was introduced into the code while making 

another change.

Ariane 5 Explosion in 1996. [ARIAN5] An unhandled mismatch between 64 bit 

and 16 bit format.  

NASA Mars Climate Orbiter crash in 

1999.[MARS]

Metric/English unit mismatch. Mars Climate 

Orbiter was written to take thrust instructions 

using the metric unit Newton (N), while the 

software on the ground that generated 

those instructions used the Imperial measure 

pound -force (lbf).

28 cancer patients were over -radiated 

in Panama City in 2000. [PANAMA]

The software was reconfigured in a manner 

that had not been tested by the 

manufacturer.

On October 8 th, 2005, The European 

Space Agency's CryoSat -1 satellite was 

lost shortly after launching.  [CRYOSAT]

Flight Control System code was missing a 

required command from the on -board flight 

control system to the main engine.

A rail car fire in a major underground 

metro system in April 2007. [RAILCAR]

Missing error detection and recovery by the 

software. 
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Software reliability timeline 4

ΧίάΦȭÓ ΧίέΦȭÓ ΧίήΦȭÓ ΧίίΦȭÓ

1962 First 

recorded 

system 

failure due 

to software

Many software reliability estimation models 

developed.  

Main obstacle ðcanõt be used until late in life cycle.

1968 

The term 

òsoftware 

reliabilityó is 

invented.

First publicly available 

model to predict 

software reliability early in 

lifecycle developed by 

USAF Rome Air 

Development Center with 

SAIC and Research 

Triangle Park ð

Main obstacles ðmodel 

only useful for aircraft and 

model never updated 

after 1992.

SoftRel, LLC 

develops 

models based 

on RL model 

but usable on 

all 

applications

A few proprietary models 

developed

ΨΦΦΦȭÓ 

IEEE 1633 

Rewritten to 

be practical



IEEE 1633 Recommended 

Practices for Software Reliability

u Chaired by Ann Marie Neufelder, Softrel, LLC

u Vice Chaired by Martha Wetherholt, NASA WHQ

u Every branch of DoD, NASA, NRC, major defense 

contractors, medical device industry, participated in 

development/approval of document

u Revised the 2008 edition which was poorly received as it 

was written for academic audience

u Document received 100% approval on first IEEE ballot on 

5/24/16

u Document will be formally approved by IEEE on 9/16/16, 

and released by end of year
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Mapping of IEEE 1633 to available software 

reliability tools
Section Contents Tools Available

1,2,3, 4 Overview, definitions and acronyms, 

Tailoring guidance

5.1 Planning for software reliability

5.2 Develop a failure modes model ðSFMEA, 

Software Fault Tree Analysis

Frestimate System 

Software Analysis 

Module, 

Software FMEA Toolkit

6.1 Overview of SRE models

5.3, 6.2 Apply SRE during development Frestimate, Software 

Reliability Toolkit

5.4, 6.3 Apply SRE during testing Frestimate Estimation

Module

5.5 Support Release decision Frestimate

5.6 Apply SRE in operation Frestimate Estimation 

Module
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Table of contents for this 

presentation
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Section Contents

1 Planning for software reliability

2 Develop a failure modes model ðSFMEA, Software Fault Tree 

Analysis, Root Cause Analysis

3 Overview of SRE models

4 Apply software reliability during development

5 Apply software reliability during testing

6 Support Release decision

7 Apply software reliability in operation



Planning for Software 

Reliability
SECTION 1
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Before using any models itõs 

prudent to do some planning
1. What are the software Line Replaceable Units in your system? 

u Todayõs systems have many software LRUs ðnot just one

u SRE can be applied to in -house developed software, COTS, FOSS, GFS, 
and firmware

2. System specific failure definition and scoring criteria is an essential 
first step.  The more specific the definitions, the better.

3. Perform an initial risk assessment

u Can the software effect safety? 

u How mature is the product and target hardware? 

u Is the actual size of the software always bigger than expected or 
planned?

u Is the actual reliability growth always smaller than planned?

u Are the releases spaced so close together that defects are piling up 
from one release to the next?

u Is this the very first deployed version of this software for this product?

u Do we have the right people developing the software throughout the 
development process? 

u Is there a key technology change during software development? 
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Establish an initial risk level for the 

software with regards to reliability

Successful 
release

Mediocre 
release

Distressed 
release

No identified risks 78% 27% 0%

Exactly one of these risks 11% 64% 50%

Exactly two of these risks 11% 6% 30%

Exactly three of these risks 0% 0% 10%

Four or more of these risks 0% 3% 10%

10

Distressed ðSeriously late, increasing failure rate upon deployment, less 

than 40% of inherent defects are removed upon release, results in 

recall or unplanned maintenance release to fix the defects deployed

Successful ðSchedule isnõt seriously stalled, 75% of inherent defects are 

removed upon release, failure rate is decreasing upon delivery, 

doesnõt result in unplanned maintenance release

Mediocre ðDeployed with 40 -75% of the inherent defects removed, 

causes schedule delays, eventually the many defects are corrected



Determine SRPP based on risk level

u òSoftware Reliability Program Planó tailored 

based on the risk level of the particular software 

release.

u Defines which Software Reliability Engineering 

(SRE) tasks are implemented for this program

u i.e. failure mode analysis, predictions, sensitivity 

analysis, etc.

u SRPP can be part of the Reliability Plan or part of 

the Software Development Plan or a self 

standing document
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Develop a failure modes model 

ðSFMEA, Software Fault Tree 

Analysis
SECTION 2
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Software FMEA and Software 

Fault Tree Analysis

Requirements , interfaces, design , 

code, users manuals, installation scripts, 

c hanges to the design and code

Failure Modes

Events

SFMEA 

works 

this way

These are 

visible to end 

users 

These are 

visible to 

software 

engineers. 

FTA

Works 

this 

way

13



General guidance for when to use 

a SFMEA versus a SFTA versus both
Selection characteristic SFTA SFMEA Both

Small number of clearly defined top level hazards X

Interest in identifying failures that are due to a combination of 
events, including events caused by both software and hardware

X

Very large or complex system with a lot of code X

The detailed design/code have not been started yet X

The SRS does not describe very well how the software should 
handle negative behavior or hazardous events

X

A symptom is known but not the failure modes or top level 
effects

X

Brand new technology or product.  System level hazards not 
completely understood

X

Interest in identifying failure modes and/or single point failures X

The product is mature but the code is suspect X

The personnel available for the analyses have more experience 
with the software than with the system

X
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Key benefits of Software FMEAs

u Many software systems fail when deployed because the engineers 

did not consider what the software should òNotó do 

u SFMEA is one of 2 analyses for identifying the failure space so often 

overlooked 

u Useful for early identification of

u Defects that easier to see when looking at the design or code but 

difficult to see during testing

u i.e. can be used to improve the efficiency of design or code reviews

u Single point failures due to software

u Defects that cannot be addressed by redundancy or other hardware 

controls

u Abnormal behavior that might be missing from the requirements or 

design specifications

u Unwritten assumptions 

u Features that need fault handling design

u Addressing one failure mode could mean eliminating several 

failures
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Existing SFMEA guidance
Guidance Comments

Mil-Std 1629A Procedures for 

Performing a Failure Mode, Effects 

and Criticality Analysis, November 24, 

1980.

Defines how FMEAs are performed 

but it doesnõt discuss software 

components

MIL-HDBK-338B, Military Handbook: 

Electronic Reliability Design 

Handbook, October 1, 1998.

Adapted in 1988 to apply to 

software.  However, the guidance 

provides only a few failure modes 

and a limited example.  There is no 

discussion of the software related 

viewpoints.

òSAE ARP 5580 Recommended 

Failure Modes and Effects Analysis 

(FMEA) Practices for Non -Automobile 

Applicationsó, July, 2001, Society of 

Automotive Engineers.

Introduced the concepts of the 

various software viewpoints.  

Introduced a few failure modes but 

examples and guidance is limited.

òEffective Application of Software 

Failure Modes Effects Analysisó,

November, 2014, AM Neufelder, 

produced for Quanterion, Inc.

Identifies hundreds of software 

specific failure modes and root 

causes, 8 possible viewpoints and 

dozens of real world examples.
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The process for performing a Software Failure Modes 

Effects Analyses

Generate CIL

Mitigate
Analyze failure 

modes and root 
causes

Prepare the Software FMEA

Identify 

resources

Brainstorm/

research

failure

modes
Identify 

equivalent 

failure modes

Identify 

consequences

Identify local/

subsystem/

system 

failure effects

Identify severity 

and likelihood

Identify corrective

actionsIdentify preventive

measures

Identify 

compensating 

provisions

Analyze 

applicable

failure modes

Identify

root causes(s) 

for each 

failure mode

Generate a Critical

Items List (CIL)

Identify 

applicability

Set 

ground 

rules

Select 

viewpoints

Identify

riskiest 

software

Gather 

artifacts

Define 

likelihood 

and 

severity

Select 

template 

and 

tools

Revise RPN

Decide 

selection 

scheme

Define scope Identify resources Tailor the SFMEA

Software has different 
viewpoints, and 

failure modes than 
hardware
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SFMEA viewpoints

Software 
viewpoint

Level of architecture applicable 
for viewpoint

Failure Modes

Functional The system and software 

requirements

The system does not do itõs required 

function or performs a function that it 

should not

Interface The interface design The system components arenõt 

synchronized or compatible

Detailed The detailed design or code The design and/or code isnõt 

implemented to the requirements or 

design

Maintenance A change to the design or 

code

The change to the design or code will 

cause a new fault in the software

Usability The ability for the software to 

be consistent and user friendly

The end user causes a system failure 

because of the software interface

Serviceability The ability for the software to 

be installed or updated 

without a software engineer

The software doesnõt operate 

because it isnõt installed or updated 

properly

Vulnerability The ability for the software to 

protect the system from 

hackers 

The software is performing the wrong 

functions because it is being 

controlled externally. Or sensitive 

information has been leaked to the 

wrong people.
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Applicability of each of the viewpoints

FMEA When this viewpoint is relevant

Functional Any new system or any time there is a new or updated 

set of requirements.

Interface Anytime there is complex hardware and software 

interfaces or software to software interfaces.

Detailed Almost any type of system is applicable.  Most useful for 

mathematically intensive functions.  

Maintenance An older legacy system which is prone to errors 

whenever changes are made.

Usability Anytime user misuse can impact the overall system 

reliability.  

Serviceability Any software that is mass distributed or installed in 

difficult to service locations.

Vulnerability The software is at risk from hacking or intentional abuse.
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Failure modes associated with each viewpoint

Failure mode 

categories

Description 
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Faulty functionality The software provides the incorrect functionality or 
fails to provide required functionality

X X X

Faulty timing The software or parts of it execute too early or too 
late or the software responds too quickly or too 
sluggishly

X X X

Faulty sequence/ 
order

A particular event is initiated in the incorrect order 
or not at all.  

X X X X X

Faulty data Data is corrupted, incorrect, in the incorrect units, 
etc.

X X X X X

Faulty error 
detection and/or 
recovery

Software fails to detect or recover from a failure in 
the system

X X X X X

False alarm Software detects a failure when there is none X X X X X
Faulty 
synchronization 

The parts of the system arenõt synchronized or 
communicating.

X X

Faulty Logic There is complex logic and the software executes 
the incorrect response for a certain set of 
conditions

X X X X

Faulty Algorithms/
Computations

A formula or set of formulas does not work for all 
possible inputs

X X X X
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Failure modes associated with each viewpoint

Failure mode 

categories

Description 
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Memory 

management

The software runs out of memory or runs 

too slowly 

X X X

User makes 

mistake 

The software fails to prohibit incorrect 

actions or inputs

X

User canõt 

recover from 

mistake

The software fails to recover from 

incorrect inputs or actions

X

Faulty user 

instructions

The user manual has the incorrect 

instructions or is missing instructions 

needed to operate the software

X

User misuses or 

abuses

An illegal user is abusing system or a legal 

user is misusing system

X X

Faulty 

Installation 

The software installation package installs 

or reinstalls the software improperly 

requiring either a reinstall or a downgrade

X X
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Software Fault Tree Analysis

u Why are they used on software?

u When there is an intermittent problem in operation and the 

root cause cannot be determined

u To identify what the software should NOT be doing which 

helps to define the exception handling requirements

u To identify events that are caused by combinations of 

defects/root causes such as interactions between HW and 

SW

u Whatõs different between HW and SW fault trees?

u Mechanically, software fault trees work the same as 

hardware fault trees.  

u The major differences is the types of events and modes that 

appear on the tree.

u The software FTA should be an integrated into the system 
FTA.  Otherwise, interactions between software and 

hardware wonõt be analyzed.
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This is the overview of how to 

include software in the system FTA

Plan the SFTA

Brainstorm

System

Failure 

Events

Place each event at the 

top of a tree and describe

in past tense

Brainstorm sub-events due to software 

(see next page)

Place event on tree and

describe in past tense

Use the risk/severity to rank mitigation effort or

Determine probability of each top level event

Revise the applicable

Requirements or design

Gather

Applicable

Product

Documents 

such as 

requirements 

and design
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The software failure modes and root 

causes are the sub -events on the tree

Generic failure 

mode Specific software root cause

Faulty 

functionality This LRU performed an extraneous function

This LRU failed to execute when required

This LRU is missing a function

This LRU performed a function but not as required

Faulty 

sequencing This LRU executed while in the wrong state

This LRU executed out of order

This LRU failed to terminate when required

This LRU terminated prematurely

Faulty timing This LRU executed too early

This LRU executed too late

Faulty data This LRU manipulating data in the wrong unit of measure or 

scale

This LRU can 't handle blank or missing data

This LRU can 't handle corrupt data

This LRU data/results are too big

This LRU data or results are too small
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The software failure modes are 

the sub -events on the tree
Generic failure 

mode Specific root cause

Faulty error 

handling This LRU generated a false alarm

This LRU A failure in the hardware, system or 

software has occurred

A failure in the 

hardware, system 

or software has 

occurred

This LRU detected a system failure but provided 

an incorrect recovery

This LRU failed to detect errors in the incoming 

data, hardware, software, user or system

Faulty processing This LRU consumed too many resources while executing

This LRU was unable to communicate/interface with the rest of the 

system

Faulty usability This LRU caused the user to make a mistake

This LRU User made mistake because of user manual

This LRU failed to prevent common human mistakes

This LRU allowed user to perform functions that they should not perform

This LRU prevented user from performing functions that they should be 

allowed to perform

Faulty 

serviceability This LRU installed improperly

This LRU updated improperly

This LRU is the wrong version or is outdated
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Example of these failure modes on the system fault tree
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